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In situ analysis

Changing structure

Simulated time

stride

» Post-processing to iterative processing — data is analyzed as soon as generated (in situ)
. from the simulation to interleave their executions —
« Leverage for faster data staging



Scheduling problems

- — — Data coupling - Input

(data produced by the  Problem 1 (Co-Sched)
simulation is

analyzed by the Determine a way to co-schedule simulations and analyses
corresponding

EUENVAED)

Co-scheduling
mapping Problem 2 (CO-A”OC)

Find amount of resources (e.g. number of nodes, number of

cores) assigned to each simulation and analysis

% Objective:

% Constraint. (compute
nodes, cores, bandwidth)
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Challenges

> in ensemble
> between simulations and in situ analyses
> architectures

— Brute-force exploration is compute-intensive, and unachievable in time constraint

Approach

We develop a mathematical model to design efficient co-scheduling strategies and resource assignments for
workflow ensemble under constraints of the available computing resources
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Co-scheduling (Solution for Co-Sched)

Co-scheduling mapping

Theorem 1 (Ideal co-scheduling)

The makespan is minimized iff each analysis is co-scheduled with its coupled simulation

= Prioritize co-scheduling analyses with their coupled simulations to

1 What if resources cannot sustain ideal co-scheduling ???

Theorem 2
Analyses that are not co-scheduled with their coupled simulation should be co-scheduled

together on analysis-only co-scheduling allocations

% Reduce a considerable number of co-scheduling mappings that have to explore
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Resource allocation (Solution for Co-Alloc)

Resources Resources

Take resources from faster

applications to accelerate
slower applications
R > RZ < R2
R1 > R1
R1 S1
Time M

1. Optimal resource assignment: allocating rational number of resources such that

2. Resource-preserving rounding: to avoid underutilized

resources

i
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Implications of Co-sched  winer couied simistons

_ _ r INCREASING-25%
Greedily pick INCREASING-50%
sorted by computation demand RORBASTNGITER

(time to execute on single core) to
not co-scheduled with their
coupled simulations

Greedily pick
to not co-scheduled

with their coupled simulations i , : : , , .
Number of analyses per simulation ~ Number of analyses per simulat

0
—
=
=
[aW
77
v
-
1
o
-

Normalization to IDEAL

Number of simulations Number of simulations

64 nodes, 4 analyses / simulation, each analysis processes 4 GB each iteration

I

are co-scheduled
with their coupled simulations

¢
L. X4

(align with Theorem 1)

— Should co-scheduling

applications coupling data together
to favor

-based simulator:
https://github.com/Analytics4MD/A4MD

-insitu-ensemble-simulator
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https://wrench-project.org/
https://github.com/Analytics4MD/A4MD-insitu-ensemble-simulator

Effl CI e n Cy Of CO'AI IOC Apply Co-Alloc at both

node- and core-level

(n: CO-ALLOC. ¢ : CO-ALLOC) (n: Ev-ALLOC. ¢ : CO-ALLOC)
(n: Co-ALLOC. c: Ev-ALLOC) (n: Ev-ALLOC. ¢ : Ev-ALLOC)

Our Co-Alloc’s solution
Resources are evenly divided

IDEAL IN-TRANSIT

n:X X is applied at node-level

. CO-ALLOC)

c:Y Y is applied at core-level

c

=t
=
N
oy
=
-
=
=
-~

. CO-ALLOC,

| 8 6 3 I 8
Data size (GB) Data size (GB)

% Resource assignment at core-level is more
important to computation cost

, even though the proposed rounding heuristic does not guarantee

72
%*

optimality

\ 11/14/2022 8




Conclusion

« Determine and based on an execution model of
coupling behavior between in situ jobs in a workflow ensemble

« Confirm the and the in
co-scheduling concurrent applications

 We plan to consider , €.g. cache interference and leverage cache-
partitioning and leverage bandwidth-partitioning technologies to reduce that interference







